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Background

• The effectiveness of health interventions

• Advancements in data

• Integrate machine learning (ML) with causal inference
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Objective

•Aims to adapt the double machine learning 
(DML) framework for use with survival data

à critical in health economics research for 
understanding causal effects when the outcome 
variables are subject to censoring.
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Significance

• Allows for the use of a broad array of state-of-the-art 
ML methods 
• Ensure that the estimator remains unbiased and 

normally distributed asymptotically
• Allows for the derivation of valid confidence intervals 

and hypothesis testing.
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Methodology

• This study develops a new framework for causal 
analysis with right-censored time-to-event data based 
on DML.
• Use the three fundamental assumptions of Rubin’s 

potential outcome framework (i.e., exchangeability, 
consistency, and positivity)
•New development: assume that right censoring is 

independent of the outcome given all covariates.
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• Provide a Neyman orthogonal score function for the 
parameters of interest, nuisance parameters, and 
censoring indicator à To remove bias introduced by ML 
methods
• The Neyman orthogonality ensures that the estimator 

is locally insensitive to the values of nuisance 
parameters.
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• Used simulated dataset to evaluate the accuracy and stability of the 
method. 
• Showed that various state-of-the-art ML models, including random 

forests, gradient boosting machines, and deep neural networks, can be 
integrated to estimate the nuisance parameters without compromising 
the consistency of the parameters of interest. 
• Compared the performance of the method with several conventional 

statistical methods on simulated datasets.
• Compared the method to alternatives based on absolute bias, mean 

squared error, and standard deviation. 
à The results showed that the method had relatively smaller bias and 
lower variance.
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Conclusion

• The study stated that it successfully extended the econometric 
causal inference framework DML to incorporate time-to-event 
outcomes, showing robust performance on both simulated and 
real-world datasets (results pending). 
• This method offers a powerful tool for health economists, 

enabling more accurate causal inference in studies involving time-
to-event data.
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Strengths and Limitations

• The research aim was clear and well-motivated
• The research design was appropriate
• The manuscript was well-written 
• The method was well-supported by theoretical background, but of 

note, I am an applied researcher so providing comments from this 
perspective.
• The results suggested advantages of DML over other benchmark 

models
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Objectives and Aims

• Clarify objectives vs aims (“Aims to adapt the DML framework for 
use with survival data”)
• Objectives, e.g., to design a novel estimator or to evaluate the 

method
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Literature review

• Detailed & thorough, such as Wager and Athey (2018)
• But the specific literature that this work extends or builds upon 

could be clearer
• Such as this work extends the paper by Chernozhukov et al. 

(2018).
• Which study was used to develop the method “DML framework to 

censored time-to-event data”?
• Some repetitions between the introduction and the related 

literature section, especially about DML
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Methods

• State what is the final model: such as the model include 
equations (1) and (2), with the extension in equation (3)
• Provide codes on Github or Appendix
• Number of covariates for the simulation seems to be very small, 

d=10 and 20, that raises a question does ML needed for this work?
• Should benchmark against Cox model or g-formula model 

(without ML components)
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Methods

• New assumptions re right censoring: How this assumption was 
validated? It was not clear to me which study that this study was 
built upon regarding the censoring.
• Compare to real datasets, or previous papers with available data 
à more external validations to the model
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• “Our approach is grounded in this framework, allowing for clear 
definitions of estimands and applicability to both randomised and 
observational studies.”?
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Simulated datasets: 
• The goal of the simulation exercise
• The rationale for each parameter, equation
• Theory behind these equations
• Probably check: Wager and Athey (2018)
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• “Estimate the nuisance parameters using state-of-the-art ML 
methods. ..The selected algorithms include Random Survival 
Forests (RSF), Gradient Boosted Models (GBM), and Deepsurv 
which leverages Deep Neural Networks to survival analysis.” (p15)

àSome clarifications needed.
àHow test, validation and training datasets were created? How did 

the sample was partition to these datasets, such as 80% for 
training and 20% for test?
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• “The hyperparameters are selected based on minimising the error 
or maximising the prediction accuracy on the inner test set. Once 
the optimal hyperparameters are determined, the model is 
evaluated on the outer test set.” (p16)

• Reference for hyperparameters optimisation
• Tool from ML literature
• Python package for tunning parameters & running the ML models
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• Evaluation matrix: The C-index
• Other index: F1, AUC
• Matrix for continuous vs categorical outcomes
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Results

• Max time =10

• Confidence interval for the k-fold 
cross-validation

• Deepsur model 

• Cox L1 model

• Explain the ATE 



• Does that make sense when DML RSF bias ~ 1/3 of AIPCW
• Standard errors seem to be very small, eg, IPCW (2000 iterations, 

ATE=0.62, SD=0.000)
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• Limit with the number of features 
• Trade-off in computational time
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Real-world data

• Discontinuation of medications
• Non-recurring events à implications for discontinuation of 

medications
• Traditional survival analysis example, such as vaccine 

effectiveness (Time-varying factor, competing risks) 
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Pass on to Meimei for clarifications!
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Potential journals to consider
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Health economics 
published many ML 
studies in the last two 
years 

à the literature may 
need to be updated

à the novelty of this 
research might need to 
be revisited
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Thank you!
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